VARIATIONAL APPROXIMATIONS OF A DUAL PAIR
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ABSTRACT. We study variational approximations of a dual pair of math-
ematical programming problems in terms of epi/hypo-convergence and
inside epi/hypo-convergence of approximating Lagrange functions of the
pair. First, the Painlevé-Kuratowski convergence of approximate saddle
points of approximating Lagrange functions is established under the in-
side epi/hypo-convergence of these approximating Lagrange functions.
From this, we obtain a couple of solutions of the pair of problems and a
strong duality. Under a stronger variational convergence called ancillary
tight epi/hypo-convergence, we obtain the Painlevé-Kuratowski conver-
gence of approximate minsup-points and approximate maxinf-points of
approximating Lagrange functions (when approximate saddle points are
not necessary to exist).
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1. INTRODUCTION

The term “approximation” is common in all areas of mathematics be-
cause when facing a complicated problem, the first and popular idea is
studying simpler problems approximating the original one. Here, approx-
imating problems naturally mean that they converge in a certain sense to
the original one. In optimization, most problems are related to variational
properties such as being their extremum values, minimizers, maximizers,
minsup-values, minsup-points, saddle points, etc. Hence, the most interest-
ing one of the aforementioned senses of convergence is that the convergence
preserves variational properties, i.e., such properties of approximating prob-
lems are guaranteed to be preserved for the approximated problem through
this convergence. The term “variational convergence” is used for any type
of convergence ensuring this preseration. So, this is a common terminology
for types of convergence, not an exactly-defined type of convergence.
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For constrained minimization, the basic variational convergence is epi-
convergence of a unifunction (called simply a function as well for conve-
nience) ¢ : X — RU{+o0} with X being a space, see, e.g., [I, 10] for main
properties and applications, as well as relationships with other convergence
concepts. From [7], this convergence is also modified for a finite-valued func-
tion ¢ : A — R for a nonempty subset A C X (see Definition 2.2 in Section
2 below). For the last three decades, the model of equilibrium problems has
been intensively considered as a general one including most of optimization-
related problems as special cases. To see how it can so contain them, consider
for instance the simple minimization problem of finding Z € A to minimize
o(z) on A, where A C X is nonempty, and ¢ : A — R. Then, by using the
bifunction ® : A x A — R defined by ®(z,y) := ¢(y) —¢(x) for x,y € A, the
above minimization problem becomes a special case of the so-called equi-
librium problem: find z € A such that ®(z,y) > 0 for all y € A. This
bifunction was proposed in [9] and now is called the Nikaido-Isoda bifunc-
tion and the first existence result for an equilibrium problem was published
in [4], but for a period beginning by that paper, the problem was called the
Ky Fan inequality. After the publication [3], such a problem is often said to
be an equilibrium problem.

Equilibrium problems have been also extended to the case that & is
defined on A x B with a nonempty set B C Y # X. Like for various
optimization-related problems in general, many results for minimization
problems can be derived from the correponding ones for equilibrium prob-
lems. However, when dealing with duality properties, this approach is not
useful. Namely, following the duality framework for equilibrium problems,
for a primal problem (stated above), which is also called a Stampacchia
equilibrium problem, its dual problem is the Minty equilibrium problem:
find y € A such that ®(x,y) <0 for all x € A. Then, the two dual problems
clearly coincide, i.e., this definition of dual problems has no meaning for a
(scalar minimization problem). On the other hand, for such a problem, the
more traditional and important model of duality is the Lagrange duality
scheme with the use of a bifunction being the Lagrangian.

Motivated by the above discussions, in this paper, we study variational ap-
proximations of a mathematical programming problem (the classical model
of minimization problem) and its Lagrange dual. So, we apply variational
convergence of bifunctions. Its basic types are epi/hypo-convergence and
lopsided convergence, including minsup-lop-convergence and maxinf-lop-
convergence. However, the last two concepts are non-symmetric and not
suitable for considerations of duality properties. Hence, we choose epi/hypo-
convergence and show in Section 3 that our approach is really effective.

As our notations are standard, we mention only several ones. For a metric
space X and A C X, intA and bdA stand for the interior and boundary,
resp, of A. B(z,r) denotes the open ball with center x and radius r. € \ 0
means € < 0 and tending to 0.
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For a function ¢ : X — R := R U {+o0}, its domain, epigraph, and
hypograph are defined by domy := {z € X | p(z) < +o0}, epip := {(z,7) €
X xR | p(x) <r}, and hypop := {(z,r) € X xR | p(z) > r}, resp. liminfp
and limsupy designate the lower and upper limits of ¢, defined, resp, by

liminf, z¢(7) := limg\ o[inf e (z,5)p(7)] = supssolinfrep(z 5@ ()],

limsup,,_,z¢(x) := lims\ o[suP,cp(z,5) ()] = infs>o[sup,epz 5@ (7).
We adopt the notation

{r € X | p(z)=infap} if infap < +oo,

argmin =
S {@ if infsp = 400,

, {re X |p(x) <infap+e} if infap < +oo,
g-argmin 4 := o
0 if infyp = 400,
and similarly for argmax and e-argmax. For a sequence of subsets {A*}cn
in X, the lower/inner limit is defined by

Liminf, A* := {z € X | 3z — z with 2F € 4*}.
The upper limit is
Limsup, A* := {z € X | 3{k;};, Iz¥ — = with 2™ € A%},

If Liminf, A¥ = Limsupy A¥, one says that A* tends to A in the Painlevé-
Kuratowski sense. In the sequel, we usually use the abbreviations li, Is, Li,
Ls for liminf, limsup, Liminf, Limsup, resp.

2. PRELIMINARIES

2.1. Dual pairs of problems in mathematical programming. Con-
sider the mathematical programming problem

(NP) minp(z) s.t. z € A, g(x) <0, h(x) =0,

where X, Z and W are normed spaces, A C X is nonempty, C C Z is a
convex ordering cone, g : X — Z and h : X — W. For points in Z, we
write 21 < z9 if 29 € 21 + C and denote the feasible region of (NP) by 2
and the solution set of (NP) by Sol(NP). Consider the following Lagrangian
(Lagrange function) of problem (NP)

Lz, p,v) = @(x) + (1, g(x)) + (v, h(x))
forx € A and (u,v) € C* x W* =: B, with Z* and W* being the topological
dual spaces of Z and W, resp, and C* := {y* € Z* | (y*,y) > 0} is the
positive dual cone of C.

Now we clarify basic definitions and facts about (NP) and its dual. Some
of them are known. However, to make the research situation clear and avoid
confusions, we systematically discuss beriefly but enough detail because it
may not easy to find reference material. It is convenient to write (NP) in
the following equivalent minsup problem for £
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(MisP) Minge ASUDP(y,,1)e BL(T, 1, V).

The solution set of (MisP) is denoted by Sol(MisP), which is also called the
set of minsup points of £, denoted by misL. The equivalence of (NP) and
(MisP) means that the optimal values and the solution sets are equal. To
see this equivalence, observe that

0 if g(x) < 0,h(x) =0,
oo otherwise.

Sup(u,l/)éB((Mag(x» + <V7h($)>) = {

Hence,
minge ASUP(,,)eBL(T, i1, V) = mingeqp(w).

The function ((z) := sup(,,)epL(, pt,v) is called the sup-projection of
bifunction £ (of two components x and (i, v)). Then, (NP) can be rewritten
also as minge 4¢(x). From now on, we write simply min,4 instead of minge 4
if there is no thread of confusion and no need to emphasize x; and the same
for infima, suprema, etc.

Define n(u, v) = infye aL(z, pt, v) and call it the inf-projection of £. Then,
the Lagrange dual problem (DNP) of (NP) is defined as

(DNP) max(,u,l/)EBn(Ma V)'

To see more clearly the duality nature, we rewrite (DNP) as the maxinf
problem

(MaiP) max(,, ,\epinfzeaL(z, p, V).

Let Sol(DNP), Sol(MaiP), and mail stand for the solution sets of (DNP),
(MaiP), and the set of maxinf points of £, resp. Of course, the three sets
are equal.

For all x € Q and (u,v) € B, one has

77(!% V) = infx’EA'C(x/) M, V) < ,C(LU, M, V) < 90(33)

So, n(p,v) < ¢(x). This property (holds for all feasible points of (NP) and
(DNP) in any Lagrange duality scheme) is called the weak duality. Hence,

Sup(p,,y)EBT/(:ua V) = Sup(u,u)EBinfw’eAﬁ(wla K, V)

(21) < inwaAsup(u,u)EB£<m7 s V) = HlszQ(p(m)

If the two optimal objective values are attained and equal and there ex-
ist solutions of (NP) and (DNP) (i.e., mis{ and mail are nonempty):
mingeqp(z) = max, ,)epn(i, V), then we say that the strong duality holds
or the duality gap is zero (or without duality gap). Otherwise, we say that
the duality gap is nonzero (or with a duality gap).

We provide several simple nonlinear problems with different situations
about duality.
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Ezample 2.1 (linear discrete programs with or without duality gap) Consider
the problem, for ¢, h: R? = R,
minp(z) = =221 + 2
s.t. h(z) =x1 +x2 —3 =0,
z e A:={(0,0),(0,3),(1,3),(2,1)}.

Substituting —z; = x5 + 3 into ¢, (NP) becomes mingc 4(3z2 — 6). So, the
solution is z = (2, 1) with ¢(z) = —3. If we solve (MisP), i.e., minyeca((z),
we obtain the minimizer = (2,1) with ((2,1) = —3 because ((z) tends to
oo at z = (0,0) (when v — —o0) and at x = (1,3) (when v — 00), and ()
equals to 3 at z = (0,3) and to —3 at x = (2,1). Hence, mingc gsmax, gL =
—3 attains at £ = (2,1) for any v € R. Considering (DNP), we obtain
n(v) = min{—3v, 3,1+, —3} (these values attain at x equal to (0,0), (0, 3),
(1,3), and (2,1), resp). Hence, max,crn(r) = —3 achieves at £ = (2,1) and
v € [—4,1]. Therefore, we have a strong duality and Sol(NP)= {(2,1)} and
Sol(DNP)= [—4, 1] (we see that any point (Z,7) € Sol(NP)xSol(DNP) is a
saddle point of £), though the set of minmax points is {(2,1)} x R.

Now we modify the problem, taking the new set

A =1{(0,0),(0,4),(4,4),(4,0),1,2),(2,1)}

and keeping the same ¢ and h. Then similarly, we see that the solution of
(NP) is z = (2,1) with ¢(z) = —3. By direct calculations, we have
—44+5v ifv<—1,
nv)=<-8+v if —1<v <2,
—3v if v>2.

The solution is 7 = 2 with n(7) = —6. So, the primal optimal value and the
dual optimal value are different, i.e., we have a duality gap.

Ezample 2.2 (convex program with a duality gap) Consider the problem
min xo
st g1(x) =1—21 <0, ga(x) = 2] + 25 — 1 <0,
(so, the objective is linear and the feasible region is convex). It is easy to
see that the unique (optimal) solution is (Z1,Z2) = (1,0) with the optimal
objective value equal zero.
For the dual problem, we have

n(p) = infoepe L(z, 1) =
—oo if g1 = pe = 0 whenxg — —o0,
—pz if pp = 0, us > 0 (attained at x; = xo = 0),
—oo if pp > 0, ue = 0 (when xg — —00),
—(4p) "+ g1 — po — i3 (dpg)
if pu1, p2 > 0 (attained atx; = py (2u2) 1, xo = —(2u2) ™ 1).
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Hence,

—H2 ifN1:O,M2>07

max,epn(p) = max B L
" {—(4u2) Vb — o — pi(4pe) ™t if >0, pp > 0.

One sees that sup,epn(p) = 0, but the maximum in not achieved. There-
fore, in (2.1) for this pair of dual problem, one has the equality supinf =
infsup, but one still does not have a strong duality between (NP) and (DNP),
because (DNP) does not have solutions.

Now we provide a case that the strong duality holds for a nonconvex (so
nonlinear) program.

Ezample 2.3 (nonconvex program with a strong duality) Consider the case
x € R, p(x) =z, g(xr) = v —3 and A = Ry. Then, clearly z = 0 is
the unique primal optimal solution with ¢(Z) = 0. For each u > 0, n(u) =
ming>o(v/z + p(x — 3)) = —3p (attained at x = 0). Hence, max,>on(p) =0
attained at pu = 0 which is the unique dual optimal solution, and we have a
strong duality.

Strong duality in duality schemes defined via bifunctions (not only for
Lagrange duality) is closely connected with saddle points. For the Lagrange
function, we have the following basic concepts of points related to extrema.

Definition 2.1. (i) A point z € A is called a minsup-point (maxinf-
point, respectively (resp)) of L, denoted by z € misl ((g,v) €
mail), if

Sup(u,l/)EB‘C(ja (,U,, V)) = miﬂxeASLlp(u’,/)eBﬁ((E, (Ma V))

(infmeA'c(xa (:L_Lv 77)) = maX(,u,,l/)GBinf:veAE(x’ (/‘La V))v resp).

When z € misl, (Z, (i, 7)) is termed a minmax-point of £, de-
noted by (7, (i, 7)) € mimal, if (i, v) € argmax, ,)epL(w, (1, v))
(a maxmin-point (z, (@, 7)) € mamil is defined similarly).

(ii) A point (z, (@, 7)) € A x B is said to be a saddle point of £, denoted
by (z, (i, 7)) € sdlL, for all x € A and (p,v) € B, if L(Z,(u,v)) <
LG, (1)) < £z, (1, 7).

Clearly, a point (z, (1, 7)) is a saddle point of £ if and only if (Z, (i, 7)) €
mimalNmamifl. Observe that in Example 2.3, (0,0) € sdlL.

To study variational approximations of a dual pair of mathematical pro-
gramming problems in the next section, we need the following concepts of
approximate saddle points and approximate solutions of (NP) and (DNP).
For ¢ > 0, a point Z. € Q is called an e-solution of (NP), denoted by Z. € e-
Sol(NP), if p(Z:) < infyeqe(x) + e. Then, clearly Z. is also an e-minimizer
of ( (on A), i.e., T, € e-min(, and also an e-minsup point of £, denoted by
Te € e-misL, in the sense that

suppL(Ze, pt, v) < mingsuppL(x, p,v) + €.
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Similarly, e-Sol(DNP) = e-maxn = e-maiL. Observe that Z. € e-mis{ and
(fie, Ve) € e-mail at the same time mean that

(2.2) maxpinfs L — e < L(Z., fie, V.) < mingsupgl + €.

By definition, (Z., (fic, 7-)) is an e-saddle point of £, denoted by (Z¢, (fic, s ))
€ e-sdlL, if and only if one has (stronger than (2.2))

E(is,u,u) — & < L(Ze, fie, V) < L(x, fie, V) + €

for all z € A and (u,v) € B. Evidently, (Z, (fic,7:)) € e-sdlL if and only
if (Z-, (fte, 7)) is both an e-minmax point and e-maxmin point of £ in the
sense that

maXBE(i'Eu/*LaV) —€ S £(j€7ﬂ67ﬂs) S minAE(xﬂﬁ&‘u DE) +e.

2.2. Variational convergence. We present briefly the definitions and prop-
erties of variational convergence needed for the subsequent sections.

In this section let X, Y be metric spaces. First, consider 4, A¥ c X,
oF:AF 5 R and p: A — R.

Definition 2.2. (epi-convergence [7], inside epi-convergence [6]) {©*}} is
called epi-convergent to ¢, denoted by ¢* 5 ¢ or ¢ = e-limypF if the
following conditions are satisfied
(a) forall 2% € Ak — x, liminf;o" (2%7) > ¢(x) if # € A and p*i (z%) —
+oo if z ¢ A
(b) for all z € A, there exists #¥ € A* — 2 such that limsupye”(2*) <
o(x).
Omitting the case that x ¢ A with the infinity condition, one has
inside epi-convergence.

The above definition of the basic variational convergence was first intro-
duced in [12] for functions ¢* : X — R U {+oc0} and has been developed
with many applications (see, e.g., [I, 10]). In [7], the above Definition 2.2
for epi-convergence together with a modification for finite-valued bifunctions
® : A x B — R of the concept of misup-lop-convergence defined in [2] (for
O: X XY —» RU{+o0}U{—0c0}) in order to apply more effectively to prac-
tical problems involving finite-valued bifunctions. The weaker notion of in-
side epi-convergence was recently proposed in [0] with effective applications
in approximations. A notion symmetric to epi-convergence (and strongly
concerned when maximization is considered) is: a sequence {¢*}} is called
hypo-convergent to ¢, denoted by ¢F LA @ or ¢ = h-limypF, if {—pF},
epi-converges to —¢. Hence, F LN  means the following two conditions
(symmetric to the above (a) and (b) for epi-convergence) are satisfied

(a’) for all 2% € A% — 2, limsup;p* (z%) < ¢(x) if z € A and
oFi(zhi) = —c0 if z ¢ A;

(b’) for all = € A, there exists #¥ € A¥ — =z such that liminfy,¢*(z%) >
o(z).
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Omitting the case that x ¢ A with the infinity condition, one has inside
hypo-convergence.
The basic variational property of epi-convergence is

Proposition 2.3. (see, e.g., [0])
(i) If {©*}r satisfies Definition 2.2 (b) of inside epi-convergence, then
limsupg, (inf 41 ©*) < inf 4¢0.
(ii) If pF 5 o, then for any e® — 07, Limsupye®-argmin 4»o* C argmin 4.

Now consider A, A* ¢ X, B,B* C Y, and (finite-valued) bifunctions
dF: AF x BF > Rand ®: Ax B —R.

Definition 2.4. (epi/hypo convergence [5], inside epi/hypo-convergence [(])
Bifunctions ®*, are called epi/hypo convergent (e/h-convergent) to a bifunc-
tion @ if

(a) forall 2% € Ak — 2 € A and y € B, there exist y* € B¥ — y such
that liminf;®% (v, y*i) > ®(z,y), and for all 2% € Ak — x ¢ A,
there exist y* € B¥ such that ®*i (2%, y%) — 4o0;

(b) for all y* € B*¥ — y € B and = € A, there exist 2% € A% — z such
that limsup;®* (v%5, y*1) < ®(z,y), and for all y* € B% — y ¢ B,
there exist 2%/ € A¥i such that ®%i(xFi, %) — —oc0.

The inside epi/hypo-convergence (inside e/h-convergence or i-e/h-convergence)
of ®* to ® means that the above (a) and (b) without the infinity conditions
when = ¢ A and y ¢ B are satisfied.

Observe the crutial feature of epi/hypo-convergence and inside epi/hypo-
convergence that they are completely symmetric (between z and y, liminf
and limsup, > and <, and +oco0 and —oc). That is why this convergence
is effective for considerations of duality properties in optimization-related
problems. The other basic types of variational convergence of bifunctions,
minsup-lop-convergence and maxinf-lop-convergence, are non-symmetric (see
[7, 8, 11]) and difficult for such consideration and we are not concerned in
this paper, as we are interested in dual problems in nonlinear programming.

3. VARIATIONAL APPROXIMATIONS OF A DUAL PAIR OF PROBLEMS IN
MATHEMATICAL PROGRAMMING

By variational approximations of a problem, we mean a sequence of prob-
lems whose convergence (in some sense) preserves variational properties of
the problems in the sequence for its limits. In this paper, we show that
inside e/h-convergence and e/h-convergence guarantee this preservation for
both problems in a dual pairs. We also call this sequence a sequence of
approximating problems and call the primal problem the original problem.
Here, variational properties mean those about saddle points, weak saddle
points, minsup-points, sup-projections, optimal solutions, optimal values of
objectives, etc. We call any convergence with such a preservation properties
a variational convergence. So, this is a common terminology for types of con-
vergence, not an exactly-defined type of convergence, and e/h-convergence
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and i-e/h-convergence are special cases of vaiational convergence, which are
suitable for variational approximations of both problems in a dual pair of
nonlinear programming problems. Note that, as mentioned in Section 1, ba-
sic types of variational convergence of bifunctions are epi-hypo-convergence,
minsup-lop-convergence, and maxinf-lop-convergence. But, the two types of
lopsided convergence are not symmetric and not suitable for considerations
of duality properties in optimization. In this paper, we study variational
approximations of dual problems in mathematical programming via varia-
tional convergence of Lagrange functions £* of approximating problems. We
need first the following definition.

Definition 3.1. (inside epi/hypo-inferior limit) The inside epi/hypo-inferior
limit of a sequence of Lagrangians £* (at (z, (u,)) € A x B) is
(l_e/h_ll)ﬁk(xv (:U‘v V)) =

SUP (55 k5 B — (i)} P b € 4% 0}

Is; 43 (ks (b7, 49
Theorem 3.2. (convergence of approximate saddle points) Assume that

£k h L, e\ e >0, (zF (aF, %)) is an eF-saddle point of L* for k € N,
and (z, (@i, 7)) belongs to Ax B and is a cluster point of this sequence, i.e., for
some sequence N C N, (z, (fi, 7)) = limgen (Z¥, (7%, 7%)). Then, (z, (11, 7))
is an e-saddle point of £ and L(Z, (i, 7)) = limgeny LF(ZF, (7F, 0F)).

Proof We can assume that N = N for simplicity of notations. For any
(z,(p,v)) € A x B, all sequences (zF, (u*,v¥)) € A¥ x B¥ — (x, (u,v))
satisfy the e¥-saddle inequalities

ﬁk(j.k7 (,U/kﬂ/k)) _ 2,_:k < [,k( (ﬂk, —k)) < £k<xk’ (ﬂk,ﬁk)) +€k.
Hence,
SUP (ko kye B () ik (L5 (2, (1, 0F)) — %) < Tip (2, (%, o))
< IspL(EF, (1, 7%)) < inf e ae s (£ (2", (5%, %)) + €5).

By the definition of i-e/h-convergence, (Z,y) € e-sd1L as, for all (z, (u,v))
€ A x B,

£(j7 (Ma V)) —e< SUP{(uk vk)e Bk —(u, V)}llk’( ( ka (/uk7 v )) k)
< lnf{mkeAk—m}lSk([’k(‘r ( k) + gk) ($ (ﬂ? 77)) +e.

)
To check that £(Z, (i, 7)) = limpen £F(Z*, (5%, 7%)), sunply observe that the
i-e/h-convergence and Z* — 7 ensure the ex1stence of (uF, %) € BF — (u,v)
with

L(z, (5, 7)) < WplF (@, (uF, %) < lip (LR (@, (@*, 7%)) + &)

= llk‘ck(jk7 (ﬂkv ﬂk))
A similar argument gives £(, (i, 7)) > Isp LF(ZF, (7*, 7F)). O
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Proposition 3.3. (relations between sd1£ and Sol(NP), Sol(DNP)) (z, (i, 7))
€ sdlL if & € Sol(NP) and (i,v) € Sol(DNP), the two optimal values
are equal. Conversely, (Z,(n,v)) € sdlL implies the latter fact and also

(1, 9(z)) = 0.
Proof. % € Sol(NP), i.e., T € mis(, means

() + supec (1, 9(7)) = infrealp() + (1, 9(x)))-

As max,ec+ (1, 9(Z)) = (@1, g(T)) = 0, substituting f into the left-hand side
of the above equality, we have both saddle inequalities.

Conversely, as (T, (fi,7)) € mimalNmamil, & € misL and (ji,7) € maiL,
and so is a solution of (NP) and (DNP), resp. Clearly the two optimal values
being the minsup-value and maxinf-value, resp, are equal to the saddle value
L(z,(fi,7)). Moreover, the left-hand saddle inequality ¢(Z) + (i, 9(Z)) <
o(Z) + (1, g(x)) for all u € C* shows that (ji, g(Z)) must be zero. O
Corollary 3.4. Assume that £ "5 " L, ek N, 0, (zF, (a*, 0%)) is an *-
saddle point of LF for k € N, and (7, (i, 7)) belongs to Ax B and is a cluster
point of this sequence. Then, T € Sol(NP) and (i, 7) € Sol(DNP), the two
optimal values are equal, and (fi,g(Z)) = 0.

Proof. Simply apply Theorem 3.2 and Proposition 3.3. U
Clearly, taking ¢¥ = 0 in the above result yields a sufficient condition for
the convergence of (exact) saddle points.
In the following consequence of Theorem 3.2 and Corollary 3.4, we obtain
solutions of (NP) and (DNP) from limits of *-sd1£¥, but using assumptions
direct on the data of the mathematical programming problem.

Theorem 3.5. (convergence of approximate saddle points under assump-
tions on the data of (NP)) Assume that ¥ \, 0, (z¥, (&, %)) is an e -saddle
point of LF for k € N, and (Z,(1,7)) € A x B is a cluster point of this se-
quence. Assume further that
(i) ©*, and for all (u,v) € B, (i, g*) and (v, h*) satisfy condition (a) of
inside epi-convergence of ¢, (u,gk>, and (v, hk), resp;
(ii) " satisfies (b) of i-epi-convergence and the bifunctions (x, i) — (u, g*(x))
and (z,v) — (v, h¥(x)) satisfy (b) of i-e/h-convergence.
Then, (Z,(f1,7)) is a saddle point of L, and so T is a solution of (NP), (i1, )
is a solution of (DNP) and (1, g(z)) = 0.

Proof In view of Theorem 3.2 and Corollary 3.4, we only need to verify the
i-e/h-convergence of £F. First, we check condition (a) of i-e/h-convergence.
For any (u,v) € B and 2% € A% — 2 € A, we take (u%i,0v%) = (u,v).
Then, by (i), one has (a) of the indide e/h-convergence of £*:

hj(ﬁkj (xkjhukjaykj) - ‘C(x? , V)) > lijgokj (xkj) - gO(l')

-Hij(,u,gkj (%) — g(z)) + lij (v, Wi (zFi) — h(z)) > 0.



VARIATIONAL APPROXIMATION IN MATHEMATICAL PROGRAMMING 11

Using assumption (ii), we verify (b) of i-e/h-convergence of £F: for all

(uFi,vkiy € BN — (u,v) € B and = € A, there exist 2% — z such that
Isj (0" () + (7, g™ (2%9)) + (M, B8 ()] < s (2)
s, g4 (25)) + 15, (09, 185 ()
< @(@) + (1, 9()) + (v, h(x)).
O

Although the assumed i-e/h-convergence in the above results is a weak
condition, the existence of approximate saddle points of £F is a restric-
tive condition, which means, roughly speaking that for all k, the pairs of
dual problems (NP*) and (DNP*) satisfy an approximate strong duality.
However, in many cases, only one of the two problems, say (NP¥) for in-
stance, have approximate solutions, i.e., only the set approximate misCF
are nonempty and we need their convergence to mis£. Then, we can ap-
ply also e/h-convergence, but we need the following additional notions and
facts as follows. We also need to recall the equivalent geometric formulation
of epi-convergence (see, e.g., [1]): for a metric space X (as in Section 2),
¢ © X — R epi-converge to ¢* : X — R if and only if epip® converge
to epip in the Painlevé-Kuratowski set convergence. (This is just the ori-
gin of the terminology “epi-convergence”.) The corresponding statement for
hypo-convergence is obtained by replacing “epi-” by “hypo-".

Now proceed to the above issue on misC. A function ¢ : A - RU {+o0}
(n: B — RU{—00}, resp) is called the sup-projection (inf-projection, resp)
of the Lagrange function L if, for x € A ((u,v) € B, resp),

((z) := Sup(u,u)eBﬁ(SU’ (1, v)) (n(p,v) := infyeal(z, (1, v)), resp).
Note that T € e-argmin( if and only if Z is an e-minsup point of £ and
(1, 7) € e-argmaxn if and only if (f1,7) is an e-maxinf point of L.

Definition 3.6. (a) (z-ancillary e/h-convergence) £ is called z-ancillary
e/h-convergent to £ if (a) of the e/h-convergence of £ and the fol-
lowing condition is satisfied

(W) Vo € A, Y(uF,v*) € BF = (u,v) € B, 3aF € AF = o,
IspCF(2%) < (().

(b)  ((u, v)-ancillary e/h-convergence) L is called (u, v)-ancillary e/h-
convergent to L if (b) of the e/h-convergence is fulfilled together with
the condition

(a') Y(u,v) € B, VaF € A¥ — 2z, I(uF,v*) € BF = (u,v),
lign™ (¥, %) > n(p, v).

Observe that the two parts in Definition 3.6 are also symmetric (like in
the definition of e/h-convergence) and not (directly) connected with com-
pactness, while the known tightness conditions for minsup-lop-convergence
and maxinf-lop-convergence represent types of relaxed uniform compact-
ness conditions, see [7, 11]. The above convergence results show that i-
e/h-convergence is useful for considering saddle points and duality (while
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quite different, tight minsup-lop-convergence is appropriate only for minsup-
points and maxinf-lop-convergence is defined separately and applied to maxinf-
points, see [7, 8, 11]). Even when both minsup-lop-convergence and maxinf-
lop-convergence are tight (a strong assumption), we hardly have conclusions
about convergence of saddle points or approximate saddle points. We will
now see that applying tight e/h-convergence, we obtain also convergence
results for the nonsymmetric objects minsup- and maxinf-points.

Theorem 3.7. (convergence of minsup-points). Let the e/h-convergence of
Lk to £ be x-ancillary tight and the domains of (k, ¢ be nonempty (except
possibly for a finite number of k). Then,

(i) e-limy,CF = ¢;

(i)

lsk[infxeAksup(W/)eBkﬁk(m, (1, )] < infreasup(, yepl(@, (1, v)).
Moreover, if for a subsequence {k;}; one has zF € misCFi and limjxkf

= Z, then T € misL (i.e., Ls;misCF € misL) and

lim; (sup(ﬂyy)eBk-,ij (2%, (u, 1)) = SUp(,,)eBL(Z, (1, V),
that is, the minsup-values of LFi converge to that of L.

Proof (i) Applying the geometric formulation of epi-convergence, we show
first Lsy(epi¢¥) C epi¢. Take any (z,«) in the left-hand side. Then, there
exist (z%7,a%) € epi¢® conversing to (z,a). We claim that z € dom(.
Clearly,  must be in A, for otherwise condition (a) of Definition 3.6 yields
(pki, V%) € B¥i such that £Fi(x*i, (%5, v¥7)) — +oo contradicting the fact
that o > SUp g, LFi(2%,.) and o® — . Suppose z € A\dom(. Then,
for any v > «, there exists (u,v,) € B with L(z, (1y,v4)) > 7. In view
of the aforementioned (a), there exist (ng , I/']\:j) € B — (uy,v,) such that

lij £ (ki (ulfyj,ysj)) > L(x, (py,vy)). So, we arrive at the contradiction
o = limja®s > 1y¢h (ah0) > ;L% (M (6, 147) > Lz, (1y,04)) > 7 >

Therefore, the claim z € dom( is proved.
For any € > 0, there exists (pg,v:) € B with L(z, (ue,ve)) > ((z) — €.

The condition (a) again yields (,u,lgj , vE ) € B¥ — (u.,v.) such that
li;¢* (ah) 2 1y 28 (¥, (e’ vE7)) = L, (e, ) 2 (o) — .
Therefore, by the arbitrariness of e, Lsy(epi¢¥) C epi¢ because
o = limjafi > 1i;¢R (2F7) > ¢ ().
Next, we prove the inclusion epi¢ C Lig(epi¢*). By Definition 3.6, for any
(z,a) € epi¢ and (u*,v¥) € B¥ — (u,v) € B, there exist ¥ € A* such that
IsiC(2%) < (). We find (z,7*) € epi¢* as follows. For k with ¢¥(2%) < a,

take 7% = a. Consider k with ¢¥(z%) > a. As Is;¢¥(2¥) < ¢(x) by (b'),
taking arbitrarily * \, 0, one has ¢*(2*) < ((z) + £* for large k. Then,
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C(r) < a < CF(aF) < ¢(x)+e¥ with the last side tending to ¢(z). Finally, for
k with ¢*(z*) > a, choosing v* = ¢¥(z*), one has (zj,v*) € epi¢* tending
to (z, ).

(ii) Applying assertion (i), and the properties of epi-convergence recalled
in Section 2, one obtains this assertion.

O

Corollary 3.8. (convergence of maxinf-points) Let the e/h-convergence of

ﬁk

to L be (u,v)-ancillary tight and the domains of n*, n be nonempty

(except possibly for a finite number of k). Then,
(i) h-limgn® = n;

(i)

(1]
2l
B8l
(4]
[5]
(6]

(7l
(8]
(9]
[10]
(11]

(12]

lig [Sup(u,u)EBkinfxeAkﬁk(xa (15 V))] 2 Sup(u,V)EBianCEAE(xa (1, v)).

Moreover, if for a subsequence {k;}; one has (i, vki) € mailks and
lim; (uki, vki) = (@, ), then (i, 7) € mail (i.e., Lsymaill C mail)
and

lim; (inf _ 4, LF (x, (%, %)) = inf e s L(z, (7, 7)),

that is, the mazinf-values of LF converge to that of L.
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